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An Example of Nonuniqueness for Solutions to the
Homogeneous Boltzmann Equation
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The paper deals with the spatially homogeneous Boltzmann equation for hard
potentials. An example is given which shows that, even though it is known that
there is only one solution that conserves energy, there may be other solutions
for which the energy is increasing; uniqueness holds if and only if energy is
assumed to be conserved.
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1. INTRODUCTION

This paper deals with the spatially homogeneous Boltzmann equation

a .
af(z, v) = 0(f, )z, v) (1)

J10,v) = fo(v)
where f(¢, v) for each ¢ gives the distribution of velocities of a spatially
homogeneous gas. The operator Q(f, f) in the right hand side is the colli-

sion term, which here is assumed to describe hard sphere interaction. The
details are given below. It is known that if

|| S0}t + 102 do < o0
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then there is a unique energy-conserving solution:

Ef( ) =] (e0) o do = E(fy) =const

for all > 0. This solution also conserves mass and momentum:
j f(¢, v) dv=const
R3
J f(t, v) v;dv=const, i=1,2,3
RS

Results of existence and uniqueness have been proven under different
additional assumptions by e.g. Carleman [ Ca], Arkeryd [ Ar] and with no
assumptions in addition to the conservation of energy in [ MW ]; numerous
references can be found in the latter.

In all proofs of uniqueness the conservation of energy is assumed to
hold, either implicitly by requiring the solution to satisfy moment condi-
tions strong enough to imply the conservation of energy (see, e.g., [Gu]),
or explicitly. It is also proven, first in [ MW ], and then, independently in
[Lu], that the energy of any solution of the Boltzmann equation is non-
decreasing.

However, as demonstrated in this note, it is quite possible that the
energy is strictly increasing, and hence uniqueness does not hold, unless
one restricts the class of solutions to the physical ones for which energy is
conserved. This seems to be a general statement. There are always solutions
for which the energy is not conserved.

The example that is constructed in Section 3 below can be formulated
as follows:

There is a solution £(¢, v) to (1) with fy(v) = (2m) =2 exp( —|v|?/2)
such that for any 7> 0, the energy E(f(¢,-))=2E(f,).

Clearly, the unique solution that conserves energy is f, itself.

All this holds for the spatially homogeneous case, and only for hard
potentials (not including the so-called Maxwellian molecules). In order to
simplify the notation a little in this note, only the case of hard spheres is
considered. General hard potentials are treated in the same way. The
details of this and a more detailed study of the behavior of the energy
increase are treated in [LW].

A more challenging problem, but perhaps also a more interesting one,
is to study the implication of this to the general case with a space depen-
dent solution.
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The construction that is carried out in Section 3 relies on a priori
estimates of solutions to the Boltzmann equation for hard potentials. These
estimates can essentially be found already in [ W], but are given the more
precise form needed for this note in Section 2.

2. SOLUTIONS OF THE BOLTZMANN EQUATION AND
MOMENT ESTIMATES

The collision operator in the right hand side of (1) is different depend-
ing on the particular molecular interaction that is being considered. In the
present note only the case of hard spheres is considered (for the more
general case of hard potentials, see [ LW]), and then

O )w)=[ | | (7)) g(0h) ~f(0) glv0)) Iv— 1| ooy
= 0" (/. 9)(0) — f(v) Lg(v) (2)

This is the form of Q that is obtained when parametrizing the post-colli-
sional velocities v' and v according to

!

v+v;  |Jv—u,|
w

vV =
2 2
(3)
" _v+vl_|u—ul|
) 2

The main theorem in [ MW ] contains the following result.

Theorem 1. Let f,(v) be a positive function with [gs fo(v) dv=1.
There is a unique positive function f{(¢, v) that solves (1) and conserves the
energy, E(f(¢,-)). This solution satisfies the following:

1. Let 7,>0. For all s>0 and all t>1,, Y|(1)=[g f(t,v) |v]*dv
<Gy
2. The function is continuous with values in L', ie., fe C([0, oo[;
LY(R?)).

3. If the entropy of the initial data is bounded, ie., if H(f,)=
[ g fo(v) log fo(v) dv is bounded, then H(f(,-)) is non-increasing.

Remark 1. Entropy is not considered in [ MW ] because the aim
there is to study solutions with the weakest possible conditions on the
initial data. A proof of point 3 of Theorem 1 can be found e.g. in [ Ar].
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Remark 2. The main problem when dealing with the homogeneous
Boltzmann equation is the fact that the factor |[v — v, | in Q(f, g) makes the
collision operator unbounded. The estimate of point 1 is due to the fact
that the unboundedness helps to control higher moments Y,. Point 1
implies that actually f is smooth with respect to . fe€ C*(]0, oo[; L}(R?)).
For the so-called Maxwellian molecules, the collision operator is bounded,
and then the analysis carried out in this note does not apply.

The key estimates needed for the construction in Section 3 are the
uniform bounds on the entropy (point 3 of Theorem 1), and the moment
estimate. The so-called Gibbs lemma implies that the entropy of a function
is bounded from below by a constant depending on the mass and energy
of the function, and therefore point 3 in Theorem 1 implies that the
entropy is bounded from above and below, uniformly in time, by constants
that depend only on mass, energy and entropy of the initial data. As a
matter of fact, it is not essential that the entropy is bounded, but some
form of local uniform integrability is needed, and the control over the
entropy provides conveniently such an estimate.

The remaining part of Section 2 aims at proving that also the estimate
of point 1 depends only on mass, energy and entropy of the initial data.

Theorem 2. Let f(z, v) be the unique solution to (1) that conserves
energy. Then, for all s> 2,

Y0 =[Sl 0) o do < (Agy )+ By e (4)
R3

the constants Ay, p, and By, g, , depend only on the mass, the energy and
the entropy of the initial data.

Proof. The proof is only a more precise formulation of the corre-
sponding estimate in [ W] (see also [ Bo]). After multiplying Eq. (1) by |v|*
and integrating over R3, it is possible to change variables in the right hand
side so as to obtain

d s
i Ty ol e

= [ o) f e o=l [ Q0+ 01— ol = [0, ) do do, do
R3 JR3 S? (5)

This is a standard calculation, which is described for example in [ CIP].
Note that the estimates given in Theorem 1 already imply that this change
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of variables is allowed. The calculation is made to give the precise estimate
stated in Theorem 2. Moment estimates for the Boltzmann equation are
usually obtained by using so-called Povzner inequalities, which give
bounds for the integral with respect to S? in (5). One such inequality may
be found in [ MW ]: There are positive constants C; and C, such that

[ el 1on1s = o = [0, 1°) deo < (s = 2)(Co(le] [1,1)2 = Collol* + [0, )
* (6)

On more inequality is needed: There are constants C; and C, such that
C3(1+|v|)<£R3f(t, vy) [o—v [ dvy < Cy(1+[0]) (7)

The constants C; and C, depend on the energy and entropy (or some other
integrability estimate) of f, and therefore they can be taken to hold
uniformly in time for a solution to the Boltzmann equation.

For the remaining part of the proof, write s =2+ y. Using (6) and (7)
in the right hand side of (5) gives

d

e _ ’ 24+y+1
G0 = (C ] fno bl a

—C [ Sty el R e [ f o) oy doy — C>
R:

R3

where C', C" and C" are constants only depending on mass energy and
entropy of the function f. For the application of this theorem in Section 3,
any y > 0 suffices, and to abbreviate the calculation a little, only the case
y< 1 is considered; the general case is treated similarly.

Using Jensen’s inequality one may deduce

1 i . (1 +p)/y
] fwf(f» o) |l dv>

Y2+y a+y/y
_<E(f(t, -))>

: [ 2+y+1
T LA e

and similarly

1

24y+1 Y2+V 12
o | A bl o< <))>

E(f(z,
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In summary, the moment Y, (¢) satisfies a differential inequality,

d
Yo (< O Yy (04O (1) 49"

where the constants may be numerically different from previously, but still
depend only on the mass, the energy and the entropy of the function f. If

Y2+y>4max((C”/C')27/<2+V), o+ 1)y (8)
then

d yC'
7 Yy, (1)< -5 Yy ()t

and this in turn implies that
Yo () S(C'12+4 Y, (0) ™) 77 < (C'/2) 77 9)

The last member is independent of the initial data, and so the proof can be
concluded by combining (8) and (9).

3. NONCONSERVATION OF ENERGY FOR A SOLUTION
TO THE BOLTZMANN EQUATION

Here a function f(t, v) is constructed, which solves the Boltzmann
equation, and for which the energy

E(f(t.)= | f(t,v) ol do

makes a jump at time ¢=0. This is the simplest example one can think of,
but a more careful construction could give many variations of this, such as
solutions with continuously increasing energy (cf. [LW])

Let

M(v) = (2m) 32 e~ 1172

This is the Maxwellian with mass 1 and energy, E(M)=3. The
Maxwellians are equilibria for the Boltzmann equation and hence the
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unique energy-conserving solution to (1) with f,= M is M itself. Consider
now a sequence of positive functions g,(v) that satisfy

j g,(v)dv—0 as n— o
[R3

[ g0y oPdo=3  forall
RS

L@ (M(v) + g,(v)) log(M(v) + g,(v)) dv
—>J 3M(v) log(M(v)) dv as n— o

One example is g, = (3/4nn =) exp( — |v|/n).
Next let f,(z, v) be the unique solution of (1) that conserves energy
and for which

S0, 0) = M(v) + g,(v)

The uniform bound on ng (2, 0)(1 4 |v]* + |log f.(t, v)|) dv implies that
for almost every ¢, f(t,-) belongs to a weakly compact set of L', and it is
possible to extract a subsequence that converges weakly for all ¢ belonging
to dense subset of R*. The uniform bound on the energy implies that the
limit can be extended to a continuous, and even differentiable function

f(t,v)e C([0, o[ LY(R?))

Using the bounds of moments of f,, and f, it is easy to see that Q(f,, f,)
converges weakly in L! to Q(f. f), and hence f(¢, v) is a solution to the
Boltzmann equation. In fact, this procedure is the usual way of con-
structing solutions to the Boltzmann equation (see [ Ar]). What was new
in [MW] is that this can always be done so that the energy is conserved
for the solution, and that there is only one such solution.

Remark 3. It is sufficient here to consider a weakly compact set of
functions f,, but for solutions to the homogeneous Boltzmann equation,
the sequence f,, actually belongs to a strongly compact set. This is due to
the fact that the positive part of the collision operator is regularizing.
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Looking more carefully now at the limiting function f, one can see that
at =0, the weak limit is M(v), and so the energy at =0 is equal to 3.
However, the situation is different for > 0. For any ¢ positive,

| S elPde=] (At ) = filn ) Jol? do
lv| <R

lv| <R

+[ ool do— [ fe0) o) de

lv| >R

The middle term is equal to E(M + g,) = 6 independently of n, and the last
term converges to zero as R — oo independently of n because of the
uniform bounds given by Theorem 2:

j f([, U) |U|2dU<R2_Sf fn(t, U) |U|2<R2_S((At)2_S+B)
lv] <R

lv] >R

where the constants in the right hand side depend only on the mass, energy
and entropy, and hence can be taken to be independent of n. Finally, the
first term converges to zero for any fixed R because of the weak con-
vergence of f,,. Now letting R — oo and n — o0, it follows that for any >0,

E(f(1,-)) =6=2E(f(0,v))
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